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Abstract

Phase unwrapping techniques are used in various applications, including Synthetic Aperture
Radar (SAR) interferometry (InSAR). Deep learning methods have been recently proposed to
tackle this problem. This work aims at explaining and evaluating the method proposed by
Perera et al. in [A joint convolutional and spatial quad-directional LSTM network for phase
unwrapping, ICASSP 2021]. Furthermore, we provide an online demo to simulate phase images
and run them through the network. The network performance can be tested visually and
through metrics such as the error standard deviation. The simulation can provide some out-of-
distribution data, especially with the added atmospheric signal specific to the InSAR phase.

Source Code

The source code and documentation for this algorithm are available from the web page of this
article1. Usage instructions are included in the README.txt file of the archive. Some pieces of
the code were copied from the original author’s repository2.

This is an MLBriefs article, the source code has not been reviewed!
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Phase Unwrapping using a Joint CNN and SQD-LSTM Network

1 Introduction

In many signal processing applications, the quantity of interest is a phase, i.e., an angle that can
only be observed in the [−π, π] interval. Phase unwrapping refers to the process of retrieving the
true unseen phase signal, knowing that it can span any arbitrary range. Phase unwrapping is an
ill-posed problem since it can have an infinite number of solutions. Nevertheless, it is an essential
processing step for many interferometric measurement techniques, such as Synthetic Aperture Radar
(SAR) interferometry (InSAR) [4], magnetic resonnance imaging [11], and optical interferometry [8].

In order to solve the problem, it is necessary to make some assumptions about the structure of the
solution, in particular stating that the actual phase varies slowly along the unwrapping dimension.
This assumption is often referred to as the Itoh condition [3]. For a 2D image, according to the
Itoh condition, the actual phase difference between neighboring pixels does not exceed π. Using this
condition, the true phase gradients in the row and column direction are often approximated from the
wrapped phase image gradients. However, in the presence of noise or of a fast varying signal (aliasing
of the actual phase) or a discontinuity in the unwrapped signal (for instance, the InSAR phase of a
tectonic fault rupturing the surface during an earthquake), the Itoh condition does not hold. Solving
this problem is the primary motivation of phase unwrapping. Several approaches exist.

“Path following” methods try to identify the regions where the Itoh condition has potentially
failed, and choose a reliable integration path by avoiding these regions. The branch cut method [4],
and the quality guided methods such as [5] belong to that category. Most optimization-based tech-
niques minimize the Lp norm of the difference between the true phase gradient and the rewrapped
gradient of the wrapped image. If p = 1, this corresponds to the minimum cost flow method [2].
For p=2, the least-squares method can be solved efficiently with implementations based on the Fast
Fourier Transform (FFT) [10]. Also under the umbrella of optimization techniques are statistics-
based methods like SNAPHU [1].

More recently, several works using deep learning have started to tackle the problem of phase
unwrapping [14]. Some deep networks are trained to assist previous classical methods and improve
some of their aspects. For instance, in [15], a deep neural network is used to predict the branch-cuts,
i.e., the regions that the integration process should not cross. Therefore, the neural network improves
and assists the method in [4]. Other networks [13] predict the phase gradients and are mainly followed
by an Lp-norm unwrapping step. On the other hand, several deep learning works have attempted to
reconstruct the unwrapped phase directly from the wrapped phase image, or to predict the ambiguity
number, i.e., the integer multiple of 2π that needs to be added to the wrapped phase in order to
retrieve the unwrapped solution. One of the best works that follow this methodology is Phasenet
2.0, detailed in [12].

The article [9] analyzed here tackles the problem of phase unwrapping using deep learning. In
particular, its objective is to predict the unwrapped phase directly from the wrapped phase image
as a regression problem. The proposed network is composed of a novel convolutional architecture,
the Convolutional Neural Network (CNN) encoder-decoder architecture, that incorporates a Spatial-
Quad Directional - Long short-term memory (SQD-LSTM) module. It is one of the most recent
works on the subject and claims to have the best performance in terms of robustness to severe noise
conditions and computational efficiency.

In the following sections, we present the details of the method, including network architecture,
simulation of the training data, and the training process. We test the network performance and show
some results in the experimental section. The final section provides a complete guide to the online
demo.
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2 Method

2.1 Network Architecture

(a) General Network Architecture (b) SQD-LSTM Architecture

Figure 1: Figures taken from the original article [9] and slightly modified. The network architecture is shown. The network
takes a wrapped image as input and outputs the unwrapped result. Feature size (number of convolutions) is indicated at
the top/bottom of the blocks. Max Pooling has been replaced by Average pooling to match the source code. The last
convolutional block feature number has been updated to match the source code. The SQD-LSTM module is also shown.

The network architecture used is shown in Figure 1a. It consists of a convolutional encoder-
decoder structure. The output of the encoder is fed to the decoder through an SQD-LSTM module.
Each convolutional block shown in grey consists of a 3 × 3 convolution layer followed by a batch
normalization operation and Rectified Linear Unit (ReLU) activation. In the encoder section, the
number of channels (features) is progressively increased while the spatial resolution is decreased
through the use of 2 × 2 average pooling. In the decoder section, the inverse process occurs as the
number of features is decreased, and the image is upsampled with 3 × 3 transposed convolutions.
Skip connections are added to concatenate features from the early stages of the encoder with features
of the latter decoder stages. The last convolutional block feature number has been updated in the
figure to 32 to match the source code. Finally, the last layer consists of a single 1 × 1 convolution
with linear activation (the identity). It simply combines the 32 features from the previous layer into
a single pixel-wise scalar output (the unwrapped result).

As for the SQD-LSTM, the detailed structure of this module is shown in Figure 1b.
Let X = xij ∈ Rw×h×c be the input feature map where w, h, c refer to width, height, channel

number respectively. Let x→, x←, x↓, x↑ be the sequences obtained when one traverses X from left
to right, right to left, downwards and upwards respectively as shown in Figure 1b. Each element of
the sequence is a feature vector x(s) ∈ Rc, where s ∈ [1, · · · , w × h]. These four sequences obtained
from X are passed through 4 different LSTM modules separately. The LSTM output is given by,

y(s) = LSTM(x(s), y(s−1);Wx, u) (1)

where y(s) ∈ Ru is the LSTM output at s, Wx the unified weights and u the number of units.
Therefore, the four LSTM have weights Wx→ , Wx← , Wx↓ , Wx↑ respectively. The output sequences
y→, y←, y↓, y↑ are reordered into feature blocs Y→, Y←, Y↓, Y↑. The horizontal (Y→, Y←) and
vertical (Y↓, Y↑) directions are concatenated and passed through two different convolutional layers
containing d filters each. The final Rw×h×2d is obtained by concatenating the two results from the
convolutional layers. For the model at hand, u was set to 32 and d to 64.
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2.2 Data generation

The training is done in a supervised manner and requires wrapped phase images with their unwrapped
ground truth. Therefore, a simulation is a simple way to get a training dataset. The authors of [9]
generated unwrapped images of dimension 256 × 256 by combining a mixture of Gaussians with a
phase ramp and additive centered Gaussian noise. The wrapped phase image ψ(x, y) of the synthetic
unwrapped phase image φ(x, y) can be simply obtained by

ψ(x, y) = ∠ exp(jφ(x, y)). (2)

By examining the code of the simulation provided by the authors, we can look more closely into
the details of the training data. The number of Gaussians is chosen randomly as an integer in [2, 5].
Each Gaussian amplitude is selected randomly as an integer in [50, 1000] radians. The location of the
Gaussians is chosen randomly in the image (but a 20 pixels margin on the borders is taken so that
the center of the Gaussians is always more than 20 pixels away from the border). Each Gaussian’s
standard deviation (which controls the spatial extent) is taken randomly from [10, 45]. Then the
Gaussians are summed and multiplied by 0.1. On the other hand, the ramp’s slopes in the x and
y direction are drawn from a uniform distribution U(0, 0.5) and the ramp’s constant is chosen as a
random integer in [1, 10]. The ramp is added to the Gaussian mixture.

It is beneficial at this point to stop and examine the interval values chosen by the authors. Each
Gaussian in the mixture should yield a phase with a range of at most ≈ 100 radians (because it is
later multiplied by 0.1). Similarly, for the maximum slope for the ramp of 0.5 rad/px, considering the
image dimension, the ramp should yield at most 128 rad of phase variation in the image. Therefore,
the intervals of values are chosen to balance the Gaussians and the ramp. Then the combination of
the Gaussian and the ramp is rescaled to [−2πa, 2πb], where a and b are chosen random integers in
[1,max lower bound + 1] and [1,max upper bound + 1].

According to the article, the training dataset consists in 6000 images with 5000-1000 train/test
split. As for max lower bound and max upper bound, they might have been fixed to 6, since the
article says that the unwrapped phase range is [−44, 44]. However, from the naming of the model
in the open source code, we suspect that the given weights correspond to a model trained on 1000
image pairs with max lower bound = max upper bound = 4.

Finally, the standard deviation was determined for the noise simulation from fixed Signal to Noise
Ratio (SNR) levels, assuming that the signal power was equal to 1 dB. The SNR levels were chosen
randomly from [0, 5, 10, 20, 60] which is equivalent to saying the noise standard deviation was chosen
randomly from [1.12, 0.63, 0.35, 0.11, 0.0011] radians.

Finally, all the components are added, which gives us the unwrapped phase φ(x, y). The wrapped
phase ψ(x, y) is obtained following Equation (2).

2.3 Training

As mentioned in the introduction, the phase unwrapping problem does not have a unique solution,
i.e. many φ(x, y) can correspond to the same wrapped phase ψ(x, y). Therefore, the network should
learn that multiple solutions are possible. Furthermore, it should not be penalized if its output is
shifted by a constant w.r.t. the ground truth. Therefore, the loss reflects this last statement,

Lc = λ1Lvar + λ2Ltv, (3)

where
Lvar = E

[
(φ̂− φ)2

]
− (E[(φ̂− φ)])2, (4)

Ltv = E
[∣∣∣φ̂x − φx

∣∣∣+
∣∣∣φ̂y − φy

∣∣∣] , (5)
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and λ1 = 1, λ2 = 0.1. φ̂ is the predicted phase and φ is the ground truth phase.
Lvar minimizes the variance of the difference between the predicted and the ground truth phase

(i.e., the difference should be ideally constant). Ltv is the total variation loss that minimizes the
L1-norm of the difference between the gradients of the predicted and ground truth phase.

We did not retrain the model and will only explain the training procedure of [9]. The model was
implemented in Keras and trained using the ADAM optimizer with a 0.001 learning rate. It is worth
mentioning that the input phase is the wrapped noisy phase, and the ground truth output is the
unwrapped noiseless phase. So the network also learns to denoise the phase during unwrapping. The
weights of the convolutional layers were initialized with the he normal method [6], i.e. the weights

are drawn as samples from a truncated normal distribution centered on 0 with σ =
√

2
fan in

where

fan in is the number of input units in the weight tensor.

2.4 Evaluation

The authors of [9] evaluated their method against others, such as Phasenet2.0 [12], on 1000 test
samples generated with the same simulation procedure as the one used to get the training data. The
other networks were retrained on the same training data for a fair comparison. The metric that was
used is the Normalized Root Mean Square Error (NRMSE - normalized by the max-min range of the
corresponding true unwrapped phase image). Each prediction was rescaled by an affinity to match
the range of the ground truth before NRMSE computation. Using this evaluation procedure, the
authors showed that their method had the lowest NRMSE (0.9%) with the lowest average run time
per output (0.054 seconds).

Since the ground truth is not available in an actual phase unwrapping scenario, the rescaling
procedure adopted is not really adapted prior to evaluation. In theory, we should only be allowed to
add a constant to the result, but scaling is inappropriate. Furthermore, NRMSE might hide some
method failures if the data range is significant. However, the authors’ statement should still hold
since visual comparison in their article shows that the method gives good results.

For our demo, we used the standard deviation of the error as an evaluation metric as seen in
Equation (6) and (7) (similarly to Equation (4)), and we also look at its normalization w.r.t. ground
truth data range, for completeness, as seen in Equation (8)

err = φ̂− φ, (6)

σerr =
√
Lvar, (7)

NRMSE =
σerr

max(gt)−min(gt)
, (8)

where gt is the ground truth image.

3 Experiments

In order to evaluate the performance of the method, we developed our own data simulation. The idea
is to generate samples from the training data distribution by wisely choosing specific parameters,
and to be able to get out-of-distribution data as well. This will enable us to examine the effect of
the chosen parameters on the performance, by visual inspection and by looking at the evaluation
metrics.
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3.1 Simulation

The simulation for the demo is inspired by the previous simulation detailed in Section 2.2. For
brevity, only the differences will be explained here. For the Gaussian mixture, the amplitude is taken
this time from U(0.2, 1). There is also an option to invert (multiply by -1) the amplitude of half the
Gaussians. This option is added because the original simulation only had extruding Gaussians. The

Gaussians are rescaled to a given interval [−gauss scale

2
,
gauss scale

2
], where gauss scale is given by

the user. The ramp’s slopes and intercept are drawn from U(0, 1). The ramp is rescaled similarly to
the Gaussian with a user input ramp scale. For the noise, the standard deviation can be specified
by the user.

An interesting feature that was added to the simulation is the ability to generate atmospheric
phase images. The images occur in the context of InSAR due to the signal propagation delay in the
atmosphere. It was shown that a simple way to generate the turbulent component of the atmospheric
phase is to use fractal surfaces, typically with a dimension of 2.67, and the code was adapted from the
DORIS software Matlab simulation files (insarfractal) [7]. This feature allows us to test the network
with out-of-distribution data. The atmospheric signal will be rescaled with a user input atmo scale.

3.2 Results

In this section, we test the network with simulated data using different parameters. The parameters
of the first configuration are shown in the first line of Table 1, for experiment good. They should
yield an image that looks like the training data. The results of the simulation, as well as the network
unwrapping, can be seen in the first line of Figure 2. We can see that the network successfully
retrieved a continuous unwrapped image that has a similar aspect to the ground truth. The error
shows some patterns and is not constant. The error standard deviation is 0.276 rad, which can be
acceptable or not depending on the application. Normalizing the error by the ground truth image
range, we get NRMSE = 1.04%, where gt is the ground truth image. This result is comparable with
the NRMSE values shown by the authors.

exper id n g inv g g scl ramp scl σnoise atmo scl σerr NRMSE
good 4 no 15 15 0.5 0 0.276 1.04 %
trivial 1 no 2 1 0 0 0.376 14.33 %

invert gauss 4 yes 15 15 0.5 0 0.341 1.81 %
atmo 4 no 15 15 0.5 8 0.643 2.58 %

fast varying 4 no 50 15 0.5 0 1.157 1.99 %

Table 1: Experiment parameters and results. From left to right: the column abbreviation refers to experiment id, number
of Gaussians, invert Gaussians, Gaussian scale, ramp scale, noise standard deviation, atmospheric scale, error standard
deviation, normalized root mean squared error, i.e. the normalization of the error standard deviation w.r.t. ground truth
range.

For the trivial experiment, the parameters in Table 1 have been chosen to get a small range for
the ground truth phase. This way, there would be no fringes (discontinuities) in the wrapped phase,
as can be seen in the second line of Figure 2. Furthermore, no noise was added, so any traditional
phase unwrapping technique would be able to perform the task with very high accuracy. In this case,
the output should equal the input shifted by an arbitrary constant. However, the network modifies
the input. The error standard deviation of 0.376 might be considered high because of the trivial
nature of the problem. The NRMSE reaches the highest value of all our experiments because of the
small range of the ground truth. In terms of the visual aspect, we can see clearly in this example,
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Figure 2: Results on the different sets of experiments in the same order as shown in Table 1 from top to bottom. From
left to right: the ground truth noiseless image, the wrapped noisy image, the predicted unwrapped image, and the centered
error.

especially in the flat areas, how the network has a tendency to generate stripes and gridded structures
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in the output.
For the invert gauss experiment, all the parameters of the good experiment are kept, but half

the Gaussians will be inverted. It is clear that the error metrics are higher as seen in Table 1.
Furthermore, by looking at the error plots, we can see that the error is structured and is higher
around the Gaussian peaks. The error is positive for the negative peaks and negative otherwise.
Therefore, the prediction underestimates the peaks in both the rising and decreasing cases.

For the atmo example, an atmospheric signal was added with a scale of 8 rad. Here, the ground
truth is obtained by adding the Gaussians, the ramp, and the atmospheric phase. Since it is preferable
to restrict the responsibility of the network, the network should only unwrap and denoise. When
looking at the error plots in Figure 2, we can see that the network over-smoothed the result and
eliminated some components of the atmospheric phase. The error is dominated by the atmospheric
phase since it has been lost in the prediction. This phenomenon explains why the error shows such
high values in Table 1.

For the fast varying experiment, the Gaussian scale is increased in a way that would yield a
range of values in the ground truth phase near the limits of the ranges seen during training. The
resulting wrapped image has many fringes that are close to each other. The network’s prediction has
a similar aspect to the input image, but the prediction underestimates the peak of the Gaussians.
The standard deviation of the error is the biggest in this case, but the NRMSE of 1.99% is reasonable.

We can observe from the previous experiments that the network performed reasonably well on
in-domain data. The performance deteriorates on out-of-domain data. This behavior is natural and
can be circumvented by simply re-training the network on this type of data. However, the question
of network responsibility remains relevant. Even though the association between phase denoising
and phase unwrapping might seem reasonable, this complicates the evaluation procedure. Indeed, in
this case, part of the error might be due to the denoising task (over/under smoothing). For future
studies, predicting the noisy unwrapped image might be interesting, i.e., the network would only try
to unwrap the image.

4 Demo

In this section, the demo developed to showcase the method’s performance is illustrated.

Figure 3: Interface of the demo. Each input in a blue box is of numeric type. The maximum value is shown on the right.
The number of Gaussians should be an integer, while others can be floating-point scalars. Invert Gaussians is a Boolean
represented by a checkbox on the interface. The default values that are shown yield images similar to the training data.

Figure 3 displays the demo’s user interface. The parameters that are shown are needed to simulate
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the ground truth unwrapped image φ and deduce the noisy wrapped image ψ. The noisy wrapped
image is then fed to the network, and the prediction φ̂ is used to estimate the error err according to
(6).

The simulation is performed with a set of random variables that control the Gaussian positions,
standard deviation, relative scale, and the ramp slopes, atmospheric phase pattern, and noise pattern.
Therefore, re-running the demo with the same parameters will give different realizations of the
random variables, different inputs to the network, and different results.

Figure 4: The output of the demo. The metrics are displayed on top of a tabset. Four tabs are available for the ground
truth, wrapped noisy, predicted and error image.

When the user presses the run button, three moving dots are displayed, like at the bottom right
of Figure 3. When the execution is finished, the user gets a result in the form shown in Figure 4.
The error standard deviation and its normalization are printed out. A tab set is displayed with the
visualized results. Here, each tab was clicked in succession, and the successively displayed images
are shown in a single row in Figure 4. From left to right, we see the ground truth unwrapped image,
the wrapped noisy image, the predicted unwrapping by the network, and the prediction error.

Figure 5: Archive

Figure 6: Log text file containing input parameters and output metrics in csv format.

The results are stored in the archive of the paper, and can be revisited later and downloaded. As
can be seen in Figure 5, the archived results do not only correspond to the output plots, but also
to the individual simulations in the tif format, the parameters used for the simulation, and a log
text file. The log file contains the parameters of the simulation as well as the output metrics in csv
format, as shown in Figure 6.
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